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Abstract

Generative Pretrained Transformer (GPT) has demonstrated significant advancements recently
across various language tasks, including machine translation. However, many studies assessing
ChatGPT's efficacy in translation tasks have primarily focused on generic texts. Therefore, this
study aimed to evaluate the performance of GPT-3 in translating figurative language between
Arabic and English, comparing it against human translators. The study utilized several passages
containing figurative language on diverse topics to achieve this objective. Both GPT-3 and a
proficient human translator translated these passages, and qualitative criteria were employed to
assess their translation performance, including accuracy, fluency, coherence, cohesion, and
handling of metaphorical language. The findings indicated that, unlike human translation, GPT-
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3 generally produced translations that were comprehensible but struggled to fully capture the
differences of figurative language. Specifically, when translating from English source texts
(STs), GPT-3 generally maintained a similar number of sentences. In contrast, for Arabic STs,
GPT-3 tended to break down and shorten lengthy sentences. The study suggests that while
human translators excel in complex translations requiring cultural and idiomatic insights, Al
can effectively handle simpler tasks. This highlights the potential for hybrid translation models
that leverage Al efficiency alongside human expertise.

Keywords: Al-based translation, ChatGPT, figurative language, human translation, translation.

Introduction

Programs in artificial intelligence have gained significant traction in academia, offering
researchers and students exposure to diverse and innovative areas of knowledge and experience
(Crompton & Burke, 2023). One such Al system, ChatGPT, has been specifically trained for text
generation, predicting subsequent words within a sequence based on algorithmic patterns of word
coherence (Cingillioglu, 2023). ChatGPT exhibits exceptional capabilities, including proficiently
authoring scholarly articles (Eke, 2023). It excels in tasks such as summarization, text expansion, and
adaptation to present multiple perspectives swiftly and flexibly. As an Al tool poised for academic
translation, further exploration of ChatGPT across various languages and contexts is warranted (Javaid
et al., 2023). Figurative language translation represents a significant area of investigation in this regard.

Translating figurative language poses one of the greatest challenges for translators across
different texts and genres. This difficulty arises from the use of intricate vocabulary, alongside a variety
of literary devices such as metaphor, simile, and culturally specific imagery (Abdel-Raheem, 2024).
Figurative language, characterized by vivid and concrete expressions, is commonly employed in
narratives and descriptive texts across genres (Qiong & Xiaobing, 2005). Therefore, this study aims to
evaluate ChatGPT's capacity and effectiveness in translating figurative language through a corpus
analysis of translational texts, comparing its performance with human translations.

This paper employs two translation methodologies—human translation and GPT-3
translation—to explore the differences of translating figurative language, including idioms, metaphors,
and similes, between Arabic and English. Despite significant strides made by ChatGPT and other Al
translation technologies in rendering plain text (Lee, 2023), their proficiency in translating
metaphorical text remains contentious. This is crucial as metaphorical language plays a pivotal role in
preserving the emotional and cultural depth of the original text. Additionally, the study delves into the
ongoing debate surrounding whether artificial intelligence can or should replace human translators. The
advancement of Al technology has sparked discussions on the potential superiority of machines in
translation tasks, raising concerns about job security within the translation industry and the overall
quality of machine-generated translations.

Literature review
Figurative language

According to Montgomery et al. (2007), figurative language involves the use of words or phrases to
express ideas beyond their literal meaning, aiming for a more precise and potentially more accurate
understanding. Nida (1975) further elaborates that figurative words serve as substitutes for alternative
meanings or expressions, connected by ideas rather than exact synonyms, often conveyed through
idioms, similes, and metaphors. Abdul Wahid (2017) underscores the immense difficulty in translating
figurative language, emphasizing the need for fluency in both source and target languages, meticulous
word choice, and adept translation techniques. One of the primary challenges lies in effectively
conveying the cultural differences embedded within the original text.
Bell and Candlin (2016) acknowledge that inherent differences in languages, including distinct codes
and grammatical norms, hinder achieving complete equivalence in translation. Consequently,
translating figurative language entails more than merely substituting terms with their counterparts in
another language. Specifically, translating figurative language from Arabic to English demands a
profound understanding of the cultural contexts and figurative elements inherent to both languages,
often necessitating different rephrasing.

Baker (2018) identifies four main challenges in translating metaphorical language: the risk of
literal translations from the source language becoming idiomatic in the target language; the absence of
direct equivalents for figurative expressions in the target language; the existence of equivalent



figurative expressions whose interpretations vary depending on context; and disparities in the
discourse, context, and frequency of figurative language use between source and target languages. To
tackle these challenges, Baker (2018) proposes two translation approaches: (i) utilizing figurative
expressions with comparable meanings and forms, and (ii) employing figurative language with
comparable meanings but different forms, achieved through paraphrasing. According to Baker (2018),
paraphrasing becomes necessary when an exact counterpart does not exist in the target language.

ChatGPT and translation

ChatGPT, short for Generative Pre-trained Transformer, represents a cutting-edge language model
engineered to comprehend and generate text akin to human language. Through extensive training on
diverse datasets, ChatGPT excels in numerous language-related tasks such as answering questions,
creating original content, and aiding in natural language understanding (Javaid et al., 2023). It has
showcased its capability to interpret and respond to text inputs in a manner closely resembling human
conversation, leveraging its comprehensive training (Cai et al., 2023). One significant application of
ChatGPT lies in translation. Utilizing its grasp of context and semantics, ChatGPT facilitates smooth
translations across different languages. Users can input text in one language, and ChatGPT produces a
coherent translation in the desired language, proving invaluable for individuals and businesses engaged
in multilingual communication. Central to ChatGPT's effectiveness in translation is its ability to
understand context, ensuring accurate and contextually relevant translations by considering
surrounding words and phrases (Aghai, 2024; Lee, 2023). Unlike conventional translation tools that
may specialize in specific language pairs, ChatGPT's training encompasses a wide array of languages.
This multilingual proficiency enables it to handle translations across numerous language combinations,
offering flexibility for users dealing with diverse linguistic contexts. Furthermore, ChatGPT can adapt
its responses to match the user's style, enhancing the naturalness and alignment of translated content
with the user's preferred tone and communication style (Al-Hasan et al., 2024).

ChatGPT has demonstrated the capability to generate abstracts that closely mimic human-created
content, as shown by Gao et al. (2022). Several studies have investigated ChatGPT's translation
capabilities. For example, Jiao et al. (2023) assessed ChatGPT's translation performance by examining
factors such as translation prompts, multilingual translation, and translation robustness. Their research
revealed that while GPT-3 performed well compared to commercial translation tools like Google
Translate for high-resource European languages, it had notable limitations for lower-resource or more
distantly related languages. However, the introduction of the GPT-4 engine significantly enhanced
ChatGPT's translation performance, making it competitive with commercial products even for distant
languages.

Additionally, Banat and Adla (2023) examined GPT-3's effectiveness in translating specialized
Avrabic texts into English, comparing its performance to that of human translators. Their study involved
translating ten chapters from a specialized Arabic book on a specific religious context, with translations
produced by both a professional human translator and GPT-3. Qualitative measures were used to
evaluate GPT-3's translation against the human version. The results indicated that GPT-3 produced
generally understandable translations but struggled with cultural context differences. Nonetheless,
GPT-3 achieved a high level of accuracy in translating specialized religious texts, with scores
comparable to human translations in some cases.

Hendy et al. (2023) explored GPT models in the context of machine translation, assessing various
aspects including the quality of different GPT models relative to state-of-the-art research and
commercial systems, the impact of prompting strategies, robustness against domain shifts, and
document-level translation. Their findings revealed that GPT models delivered highly competitive
translation quality for well-resourced languages but faced limitations with lower-resourced languages.
The study also highlighted that hybrid approaches, combining GPT models with other translation
systems, effectively enhanced translation quality. Furthermore, Khoshafah (2023) evaluated GPT-3's
translation abilities by comparing its outputs to those of human professionals across diverse genres,
including history, literature, media, legal documents, and scientific articles. The study found that GPT-
3 was effective for translating basic content, but its performance declined with complex texts requiring
human expertise.

Research aims
Recent advancements in Al, particularly with models like Chat GPT, have shown significant promise

in translating various genres of writing, from technical documents to literary works. These Al tools
have been increasingly employed to handle a wide range of linguistic challenges, offering translations



that often rival those produced by human experts. However, despite these advancements, there remains
a notable gap in research regarding the effectiveness of Al in translating figurative language. Figurative
language, with its distinct and often context-dependent meanings, poses a unique challenge that has not
been extensively studied in the context of Al translation tools. To address this gap, this research aims to
evaluate the effectiveness of Chat GPT in translating figurative language compared to human
translators. The study is an attempt to answer the following question.

RQL1. How effective is GPT-3 in translating figurative language compared to human translation?

Method

This study aims to explore the effectiveness of the Al tool GPT-3 in translating figurative language.
Chat GPT-3 was chosen for this study due to its free accessibility. The comparison between Chat GPT-
3 and GPT-4 is beyond the scope of this research, as both models can generate similar outputs. To
achieve the study's objectives, four texts were selected and translated by both a human professional
translator and GPT-3. The quality of GPT-3's translations was evaluated using qualitative measures,
specifically by comparing them to human translations through direct assessment. Human judges rated
the translations based on factors such as fluency, accuracy, and naturalness. The human raters involved
were three university-level instructors.

This approach allowed for a detailed understanding of GPT-3's translation strengths and weaknesses
and identified areas where human translators still outperform machine translation systems. The
evaluation criteria, based on those proposed by Banat and Adla (2023), included accuracy, fluency,
cohesion, and coherence. An additional criterion, translating figurative language, was added for this
study. Accuracy refers to how well the translation conveys the original text's intended meaning, while
fluency measures the naturalness of the translation in the target language. Cohesion and coherence
assess the organization and connectedness of the translation.

Furthermore, a quantitative analysis was conducted for each text, comparing the number of sentences
in the source text (ST) and translated texts, the number of words in the ST and translated texts, and the
average sentence length in the three versions of the texts. These analyses were performed using
specialized websites designed to measure these aspects. By employing these criteria and analyses, the
study aimed to gain insights into the strengths and weaknesses of GPT-3's machine translation and
identify areas for improvement.

Data analysis procedures

In this study, the data analysis procedures encompassed both quantitative and descriptive
analysis to evaluate translations from human translator and GPT-3. The quantitative analysis involved
measuring the number of sentences, the number of words, and the average sentence length across the
source text, human translations, and GPT-3's translations. Descriptive analysis provided a deeper
examination of accuracy, fluency, cohesion, and coherence, utilizing specific examples to illustrate
these aspects.

Result

To address the research question, this study utilized four texts: two written in Arabic and two in

English. These texts were translated by both a human translator and GPT-3. They underwent both

quantitative and qualitative analysis. The quantitative analysis examined the number of sentences and

words in the source texts and their translations, as well as the average sentence length in both the

original and translated texts. The subsequent section presents the analysis of these texts.

Text 1

Source text ~ On the other hand, old age is an expensive school because it is a storehouse of human

experience. The truth is that experience charges high school fees but it is better than any
other school. An old man can be of great benefit to the community through his personal
experience which he could formulate into literary works, biographies or sketches of art or
interesting talks. Probably, the experience of old people and the vivacity of young people
would be the best combination. I do not think that such a combination would be impossible.
It depends on the old man himself who could imagine life as a spring of merriness and
pleasure and listen to nature calling us in numberless songs and feel that the banquet of
nature is the banquet of love itself and that life void of love would be trivial for the young
and the old alike. Then an old man would be able to invest the years of his life for enjoying



life. Accordingly, old age might be synonymous with youth in such a way that people would
look upon it as a form of progressive vividness.

Human
translation
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Table 1 Quantitative analysis:

Source text Human translation GPT-3’s translation
Sentences 8 5 8
Words 190 144 146
Average sentence length 24.63 words 29.60 words 19.13 words

The quantitative analysis revealed that the human translation used fewer sentences and words
compared to GPT-3's translation. As shown in Table 1, the word count in the human translation is
similar to that in the GPT-3 translation, and both translations contain fewer words than the source text.
While GPT-3's translation maintained the same number of sentences as the source text but used fewer
words, the human translation used fewer sentences than both the source text and GPT-3's translation.
The average sentence length was higher in the human translation (29.6 words) compared to GPT-3's
translation (19.13 words) because GPT-3 tends to use shorter sentences. Human translation adheres to
the Arabic writing convention, which favors longer sentences with many commas (Alotaiby et al.,
2009; Khafaji, 2001). Consequently, the human translation contained 5 sentences, whereas GPT-3's
translation contained 8 sentences.
Accuracy:
Both translations effectively convey the main idea of the text, which discusses old age and its benefits
to individuals and society. However, there are differences in word choice and phrasing that impact the
accuracy of the translations. For instance, the human translation used the word (&u3si) for "talks,”
while GPT-3 used («tnall), which does not exist in Arabic as an equivalent for "talks," as illustrated in
Table 2. Despite these differences, both translations generally employ accurate and appropriate
vocabulary to convey the original text's meaning.

Table 2. Examples from human translation vs. GPT-3’s translation

The words/phrases Human translation GPT-3 translation
Talks sl Sl
Fluency:

Both translations are grammatically correct, though ChatGPT makes two grammatical errors. First, the
use of the pronoun of matter (Uil juea) in (e 4 34 5323)) introduces unnecessary redundancy,
which the human translator avoided. Second, ChatGPT renders the predicate of the verb (0sS) as (59),
while it should be in the accusative case (13). In contrast, the human translation omitted it entirely.
Despite these issues, both translations are grammatically sound and easy to read. However, the human
translation is more natural and fluid, employing more idiomatic expressions and phrasing. For example,
the sentence "feel that the banquet of nature is the banquet of love itself and that life void of love would
be trivial for the young and the old alike" is more naturally translated by the human translator as « =
el o sadl) s Gladll G Al 26l Canl) e AW BLa) (5 el aa) dad 5 o4 nuall a5 o, whereas
GPT-3's translation is « JLSl 5 Glaill dully 4g85 ¢ 5Sin Can Sl slal) ()5 4 and) dadl g o Aalall dad 5 O i
¢l 5w 3a e The phrase “aedls caall e 401 5LaY” in the human translation is stronger than « Sk sball ¢
<= used by GPT 3. On the other hand, GPT-3 translates "feel" into " _=&," while the human
translation uses " _=&." In Arabic, the present tense is used to indicate frequency and continuity, making
GPT-3's translatlon more appropriate in this context. The results are detailed in Table 3.

Table 3. Examples from human translation vs. GPT-3’s translation

The words/phrases Human translation GPT-3 translation
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Cohesion and coherence

Regarding cohesiveness and coherence, the two Arabic translations exhibit differences in the use of
cohesive devices. At the sentence level, the human translator's version extensively employs logical
connectors, while GPT-3's translation completely omits these elements. For instance, the phrase "The
truth" is translated by the human translator as (~/.s), providing a logical connection to the previous
sentence. In contrast, ChatGPT translates it as (4&<s/), starting a new sentence without linking it to the
previous one.

Translation of figurative language:

The sentence “old age is an expensive school because it is a storehouse of human experience” is
translated by the human translator as & &l 3l g3 sive L3y e 4 20 43 53230, while ChatGPT
translates it as gl duail ¢ e e 481 A jae o8 43 53030 (see Table 4). In this case, the human
translation of “expensive school” as 4lle 4w ;4 is more accurate than ChatGPT’s 4élSs 4w )3, Another
example is the translation of the simile “life as a spring of merriness and pleasure.” The human
translator uses a rhetorical simile, rendering it as 3 s z s & s 3ball, whereas ChatGPT uses the simile
marker (=), translating it as 4aial 5 5l 238 3Lal), The human translation thus provides a stronger sense
of the original text by employing a rhetorical simile rather than the straightforward simile used by
ChatGPT. However, the phrase “numberless songs” is translated by the human translator as x ¥ olel
L, while GPT-3 translates it as a3 Y5 223 Y ¢lel, In this case, GPT-3’s translation appears to be more
effective than the human translation.

Table 4. Examples from human translation vs. GPT-3’s translation

The words/phrases Human translation GPT-3 translation
old age is an expensive school LY e At dasaaills (5 LY AdlKe A pae o 4353030
because it is a storehouse of 3l 5 pall e gl L ol A e
human experience
life as a spring of merriness and By gz e g sy 3Ll Aaall g g pall i€ 3Ll
pleasure
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Human Flowers are the most beautiful things that God created. The world would be a desolate place

translation without flowers. It would become an unsmiling face or a banquet where no welcome is

heard. Aren't flowers the stars of the earth? Aren't stars the flowers of heaven? Flowers are

jewels with which nature beautifies herself. In actuality, it would be difficult for one to

analyze the charm of flowers. It would be like dissecting music, which is impossible. Man

had better enjoy music rather than understand it. The same thing can be said of flowers.

Beautiful flowers are the smiles of angels. Therefore, when one is cultivating one's garden it

is as if one were walking with angels. One stares at flowers and sees in every leaf a book

written by angels in praise of God's greatness. The least flower raises up its head, looking

with pleasure and expressing secretly the greatness of its creator. It is for this reason that

man takes care of flowers and presents them on numerous occasions, at birth, marriage and

at banquets etc.

GPT-3’s Flowers are among the most beautiful things created by God. The world becomes a desolate

translation place without the adornment of flowers. It becomes a face that doesn't smile, or a feast

without the host's hospitality. Aren't flowers the stars of the earth? And aren't the stars the
flowers of the sky? Flowers are nature's gems used to embellish itself. It's indeed difficult for

anyone to dissect the magic of flowers; it's akin to dissecting music, something close to

impossible. It's better to enjoy music rather than trying to understand it. The same can be said

about flowers.




Beautiful flowers are the smiles of angels. When one tends to a garden successfully, it's like
walking with the angels. You gaze at the flowers and see in each petal a book written by the
angels, praising and glorifying God's greatness. Even the humblest of flowers lift their heads
and express, in their own secret way, the magnificence of their Creator. That's why humans
attach significance to flowers and present them on various occasions, such as births,
weddings, and festive gatherings, and so on.

Table 5 Quantitative analysis:

Source text Human translation ChatGPT’s translation
Sentences 3 15 14
Words 130 177 181
Average sentence length 44 words 12.67 words 13.79 words

The quantitative analysis reveals that the human translation used fewer sentences and words. Table 5
shows that the word count in the human translation is similar to that in the ChatGPT translation, with
both translations containing more words than the source text. Both translations simplify the source text
by breaking it into shorter sentences. While the source text contains 3 sentences, the human translation
has 15 sentences, and the ChatGPT translation has 14. The average sentence length is also comparable
in both translations, with the human translation averaging 12.67 words per sentence and the ChatGPT
translation averaging 13.79 words per sentence.

Accuracy:

Both translations convey the main idea of the text, which discusses flowers and their significance to
humans. However, there are differences in word choice and phrasing that impact the accuracy of the
translations. For instance, the word ¢ is translated as "one" in the human translation, a neutral
pronoun suitable for different genders. Conversely, GPT-3 uses a rhetorical device called "enallage”
(<), changing the third person pronoun to a second person pronoun. Regarding word choice, both
translations use accurate and appropriate vocabulary to convey the original text's meaning. For
example, both translations use "a desolate place” for the Arabic phrase "Lis s« UlSs." However, there are
some differences in word choice. In the human translation, "charm™ is used for the word _=~-, while
GPT-3 translates it as "magic." In this context, "charm™ is more accurate than "magic." Additionally,
the word i is incorrectly translated as "herself* in the human translation, while GPT-3 correctly
translates it as "itself." The results are shown in Table 6.

Table 6. Examples from human translation vs. GPT-3s translation

The words/phrases Human translation GPT-3 translation

BN Charm Magic

L 50 Uil a desolate place a desolate place
Fluency:

Both translations are grammatically correct and easy to understand. However, the human translation is
more natural and flows better, employing idiomatic expressions and phrasing effectively. For instance,
the phrase "4l ae ey 486 4iia 14 Lavie ¢ ) 4" s rendered by the human translator as "when one
is cultivating one's garden it is as if one were walking with angels,” which feels more natural compared
to GPT-3’s translation, "When one tends to a garden successfully, it is like walking with the angels." In
GPT-3’s translation, the inclusion of "successfully" is unnecessary in this context and not present in the
source text.

Table 7. Examples from human translation vs. GPT-3’s translation

The words/phrases Human translation GPT-3 translation

e (e 4lSE 4ion 2l Lexic ¢ el 8 when one is cultivating one's  When one tends to a garden

A3l garden it is as if one were successfully, it is like walking
walking with angels with the angels

Cohesion and coherence
Both translations are coherent and well-structured. However, the human translation exhibits greater
cohesion by employing more connectives and transitional phrases that effectively link ideas and
sentences together. For instance, the use of "Therefore" in the human translation establishes a logical
connection to the preceding sentence, whereas ChatGPT’s translation omits this word.
Translation of figurative language:

The sentence “lewds m il bl eaddind danlall jalsa sl Y17 is translated by the human translator as
“Flowers are jewels with which nature beautifies herself,” whereas ChatGPT translates it as “Flowers
are nature's gems used to embellish itself.” The human translation employs more precise terminology
compared to ChatGPT’s translation. These findings are detailed in Table 8.
Table 8. Examples from human translation vs. GPT-3’s translation

The words/phrases Human translation GPT-3 translation




dagdal) Lgeadind Lol jalsa Ja Y1 Flowers are jewels with Flowers are nature's gems used
le-di 538 which nature beautifies to embellish itself
herself

Text 3

Source text ~ Why We Should Be Generous
Generosity is a likeable, praiseworthy quality. In actuality, this quality brings out several
other qualities. To be generous would be to be magnanimous and to be magnanimous would
be to be courageous. Magnanimity and courage are both a kind of remarkable manliness.
Probably we can assess generosity correctly if we contemplate its opposite, namely,
meanness. Thus, we could determine whether it would be in one's interest to be generous.
Generosity implies open-mindedness. A generous person is one who not only spends freely
but also looks at life without fanaticism or narrow-mindedness. He is a giver intellectually
and materially.

Human fola S (58 of ang 13l
translation 058 0l (Al clia amy D8 Adall o2 of Gl ol e all Ly ) sageall Jadld) (e Aliad o S
On Ol delaill s Aaleallic lelad 5% o (138 Lagd (580 Ol s o 5% Of im i Loy S ¢ al)

ol Uiy il el @iy iad duaits UL 13) uimam sad e a U o qcaios Ulel 33400 & a0 i 5 pm

ot el (50 (g G S8 5 0S8 i) e (g sty o S0 5 by S 0055 o ol b (8 IS 1Y) 88

Agaball 5 Ay KA Aalil (g plana 4, (g S8 Gaa 5l st 950 e Bl ) Sl ) e ek da ) )

GPT-3’s el ()68 ol cang 1L
translation ‘LZUSQ}SSJ@,_J\;‘;HQ}SSJ .L;)‘J Clia 3ae ddiall o2 i scéljll B B gana g Ay gnae Adia g oAl
Lol i iy Lay 5 As galell Al s 5l 530 a5 Lot Al o S0 LBLa 0085 0 (i L S 0585 05

Ui 058 o padtl dabian 3 IS 13 Le ot LSy o Wlly 5, Jall (sl e (il b U S5 13) cmpma S

G sl aans 0 s slall )l Wl 4]y Jadd olay 380 Y 3 g Al paddll el iy slall

23 5a 50 Sy a3y (g 4S), (B8

Table 9 Quantitative analysis:

Source text Human translation ChatGPT’s translation
Sentences 9 5 9
Words 105 105 91
Average sentence length 12.22 words 21.60 words 11.00 words

Table 9 indicates that the human translation used fewer sentences and fewer words. Human translation
adheres to the Arabic paragraph structure, characterized by longer sentences punctuated with commas.
As a result, the human translation comprised 5 sentences compared to 9 in ChatGPT’s translation.
While the number of words in the human translation closely matched that of the source text, ChatGPT
used fewer words overall. Despite maintaining the same number of sentences, ChatGPT’s translation
contained fewer words. The average sentence length was higher in the human translation (21.60 words)
and lower in ChatGPT’s translation (11.00 words), reflecting ChatGPT’s tendency to use shorter
sentences.

Accuracy:

Both translations effectively convey the main idea of the text, which centers around generosity.
However, there are differences in word choice and phrasing that impact the accuracy of the
translations. For instance, the human translation uses the word "»_s" for "generous," while ChatGPT
opts for "slaull " which is a synonym. Another instance is the translation of “open-mindedness,” where
ChatGPT translates it as "z\Wall," while the human translation accurately renders it as " _Sé 7l ™
which better captures the intended meaning. Similarly, for the word "meanness,” ChatGPT translates it
as "dadl," whereas the human translation uses "=&1," which conveys a stronger sense. This highlights
the human translator's ability to select words with different meanings. Additionally, the translation of
"magnanimous" is accurately rendered as "L¢5" by the human translation, whereas ChatGPT translates
it incorrectly as "= _S." These findings are summarized in Table 10.

Table 10. Examples from human translation vs. GPT-3’s translation

The words/phrases Human translation GPT-3 translation

Generous a s cladl

open-mindedness sS4~ el

Meanness el Ja

Magnanimous Lags Ly S
Fluency:

Both translations are grammatically correct and clear, yet the human translation stands out for its
naturalness. It incorporates more idiomatic expressions and fluid phrasing. For instance, the sentence
"Magnanimity and courage are both a kind of remarkable manliness" is translated in the human version
as “s3all A sa I g pia e Qi Aokl 5 Raleidd > which flows more naturally compared to ChatGPT's



translation, "4k sald) A sa 1 5l (ye g 53 Laa delaill s o SU." Furthermore, the use of the word "both™ in this
context introduces unnecessary redundancy. Additionally, the singular form of the word "¢ s in
ChatGPT's translation is morphologically incorrect, as the pronoun of matter indicates a dual form,
necessitating "ole 5" instead of "¢ »." These findings are summarized in Table 11.

Table 11. Examples from human translation vs. GPT-3 s translation

The words/phrases Human translation GPT-3 translation

Magnanimity and courage are e Qlra Ae il 5 dalgdll g5l e g s Lar delaill 5 o S

both a kind of remarkable D53l A ga Yl g pum s bl A ga
manliness

Both Ohpa g

Cohesion and coherence

Both translations are coherent and well-structured. However, the ChatGPT uses more connectives and
transitional phrases that help to link the different ideas and sentences together. For example, it uses
phrases like " &850 4" and b,

Translation of figurative language:

He is a giver intellectually and materially” is translated by human as « 4ssball 5 4, S&l) 4alil) (e slana 43,
While it is translated by ChatGPT as « »al 505 o S 233 (3e 43], It is more accurate in human translation
than in ChatGPT’s translation. The results are shown in Table 12.

Table 12. Examples from human translation vs. GPT-3s translation

The words/phrases Human translation GPT-3 translation
He is a giver intellectually and 4Sal Zaalill e elana 43) 03 5 5 0 Sdy a3y (4e 4
materially Akl

Text 4

Source text psede () L iy jie o a5 el Jladlel ol e W1 o 330 of cadall Jladl Jlad e Guaal) vie Wy Y
oaid g el Lelaia¥) iealls paadd) dhoal il e 4313 o seball ¢ Al il Aali] e (5 shais oo )
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Human When talking about the qualities of a good neighbour we should realize that a neighbour is a

translation person who lives next door. The concept of nearness implies the establishing of good
relations. The same concept means constant. communication. In the social sense, a neighbor
is a person who lives close to you and that would necessarily involve, I think, considering a
neighbor as if he were a family member. However, this consideration must be founded on
certain qualities that a neighbor should possess. A neighbor should be honest if he is to be
considered a family member. This consideration should motivate him to respect the sanctity
of his neighbor. His individual behavior and treatment should be essentially founded on non-
transgression. In other words, his honor and that of his neighbor should be the same.

GPT-3’s When talking about the qualities of a good neighbor, we must consider that a neighbor is

translation someone who lives in close proximity to us. The concept of proximity involves building
good relationships, and this concept itself means continuous communication. Socially, a
neighbor is a person who lives next to you, and | believe that necessarily considering the
neighbor as one of the family members means that this consideration should be based on
certain qualities that the neighbor must possess. The neighbor should be honorable in a way
that allows them to be considered as one of the family members. This consideration leads to
respecting the sanctity of the neighbor. Their individual behavior and treatment should
fundamentally be established on not crossing boundaries.

Table 13 Quantitative analysis:

Source text Human translation ChatGPT’s translation
Sentences 4 10 6
Words 103 135 122
Average sentence length 26.50 words 14.30 words 21.17 words

Table 13 shows that the quantitative analysis, the human translation used more sentences (10
sentences) and more words (135 words). The number of words in both translations is more than the
words in the source text. The average sentence length was low in the human translation (14.30 words)
and high in the ChatGPT’s translation (21.17 words).

Accuracy:

Both translations effectively convey the main idea of the text, which concerns neighbors and their
rights. However, there are differences in word choice and phrasing that affect the translations' accuracy.



For instance, the human translation uses the word "person" for " s_«!," whereas ChatGPT translates it as
"someone," which is correct but less precise than "person." Another example is the translation of

" ,5." The human translation uses "honest,” while ChatGPT opts for "honorable,” which is more
accurate. The word "4._a" is translated as "sanctity" in both versions. Additionally, the pronoun

"2 dl 48 2" s correctly translated as "his" in the human translation but inaccurately rendered as
"their" in ChatGPT’s translation. The results are detailed in Table 14.

Table 14. Examples from human translation vs. GPT-3 s translation

The words/phrases Human translation GPT-3 translation
30« Person Someone
W% Honest Honorable
days  Sanctity sanctity
Fluency:

Both translations are grammatically correct and coherent, yet the human translation is more fluent and
natural, employing idiomatic expressions and smoother phrasing. For instance, the phrase " Jslal aae
25:1" s translated by ChatGPT as "crossing boundaries,” which is more natural than the human
translation's "non-transgression.” Additionally, the human translation enhances clarity by adding "In
other words, his honor and that of his neighbor should be the same" to explain this concept. These
enhancements contribute to the human translation's clarity and readability. The comparative results are
presented in Table 15.
Table 15. Examples from human translation vs. GPT-3s translation

The words/phrases Human translation GPT-3 translation

2l jslad e pon-transgression crossing boundaries

Cohesion and coherence
Both translations demonstrate coherence and organization; however, the human translation exhibits
greater cohesion by employing more connectives and transitional phrases that effectively link ideas and
sentences together. For instance, the sentence " <lld ¢ cualy cdl s ) Gy pad 58 Jlall e liia¥) il
Lo Dlall sy o 2 Y A cliia e s (5 O ong Lo V1 138 iy ol el 2131 (e dasl s Jlall i) 355 jually”
is translated in the human version as, "In the social sense, a neighbor is a person who lives close to you,
and that would necessarily involve, | think, considering a neighbor as if he were a family member.
However, this consideration must be founded on certain qualities that a neighbor should possess."
In contrast, ChatGPT translates the same sentence as, "Socially, a neighbour is a person who lives next
to you, and | believe that necessarily considering the neighbour as one of the family members means
that this consideration should be based on certain qualities that the neighbor must possess.” ChatGPT
retains the sentence structure from the source text without introducing a linking word like "However."
Moreover, the human translation includes the phrase "I think™ as a parenthetical expression, whereas
ChatGPT integrates it into the main sentence. These distinctions illustrate how the human translation
uses explicit connectors and structural adjustments to enhance coherence, while ChatGPT maintains a
more literal rendering of the original text. Detailed comparisons are provided in Table 16.
Table 16. Examples from human translation vs. GPT-3s translation

The words/phrases Human translation GPT-3 translation
For example, the sentence " In the social sense, a Socially, a neighbour is a
Jum padd g Jall eldal¥) =l neighbor is a person who person who lives next to you,
85 pally I3 o a5 ol ) lives close to you and that and | believe that necessarily
<l Alilall o (ga daals el e would necessarily involve, | considering the neighbour as
e bise 058 ol ey Jlie V13 s think, considering a one of the family members
Lo D) oty o 4 Y A i ™ neighbor as if he were a means that this consideration
family member. However, should be based on certain
this consideration must be qualities that the neighbor must

founded on certain qualities  possess.
that a neighbor should
pOssess.

Translation of figurative language:
The sentence L 4 8 e (i 5540 sl is rendered in the human translation as "a neighbour is a person
who lives next door," whereas in ChatGPT's translation it is presented as "a neighbour is someone who
lives in close proximity to us." Semantically, the human translation is more precise than ChatGPT's
translation. The term "close proximity" in ChatGPT's rendering could imply various types of proximity
beyond physical proximity, such as proximity in work or ideology. Detailed results are outlined in
Table 17.
Table 17. Examples from human translation vs. GPT-3s translation

The words/phrases Human translation GPT-3 translation




e A e o lamy 350l ) a neighbour is a person who  a neighbour is someone who
lives next door lives in close proximity to us

Discussion

This study seeks to explore the efficacy of ChatGPT in translating figurative language relative
to human translation. The primary research question centers on assessing how effectively ChatGPT
translates figurative language compared to human translators.

The findings from the analysis of the four texts used in this study demonstrate that when translating
English texts into Arabic, GPT-3 attempts to preserve the original text's sentence count. However,
when the source text (ST) is in Arabic, GPT-3 tends to shorten lengthy Arabic sentences by dividing
them into shorter segments. This adaptation is influenced by the structural difference between English
and Arabic sentences (Berrichi & Mazroui, 2021). In contrast, human translation prioritizes semantic
fidelity over structural fidelity. While ChatGPT strives to uphold both meaning and structure, human
translators focus primarily on conveying the intended meaning. This approach leads to variations in
sentence structure and length between translations from English to Arabic and vice versa.

Human translators do not restrict themselves to specific word counts per sentence, whereas ChatGPT
aims to minimize average sentence length. Consequently, this difference in focus also impacts the
average sentence length observed in the translations.

Accuracy

In all examined texts, both translations effectively convey the central ideas. Nonetheless, differences in
word choice and phrasing occasionally impact the accuracy of the translations. The human translation
often employs more precise terminology than the ChatGPT translation. Conversely, there are instances
where ChatGPT selects more accurate terms than the human translation, exemplified by its translation
of "olwi¥!" as "humans" versus the human translation's *"man". Furthermore, human translation excels in
handling synonymous words, while ChatGPT sometimes struggles with pronoun translations. This
issue is evident in a few instances of human translation, such as the incorrect rendering of " lewd!' as
"herself" instead of "itself".

Fluency:

Both translations maintain grammatical accuracy and readability. However, the human translation
stands out for its naturalness and smooth flow. It achieves this by integrating a greater number of
idiomatic expressions and different phrasing, which enrich the linguistic quality and authenticity of the
text. In contrast, while the other translation remains grammatically correct and clear, it may not capture
the distinctive linguistic differences that contribute to the naturalness and fluidity found in the human-
produced version.

Cohesion and coherence

Both translations exhibit coherence and well-structured composition. In some cases, the human
translation shows enhanced cohesion through the use of additional connectives and transitional phrases
that effectively connect ideas and sentences. Conversely, ChatGPT’s translation also demonstrates
strong cohesion by employing a variety of connectives and transitional phrases, indicating its capability
in maintaining coherence in translated texts.

Translation of figurative language:

In many instances of figurative language, human translation proves to be more accurate than
ChatGPT's rendition. This underscores humans' proficiency in capturing the differences and
complexities inherent in figurative expressions. However, there are specific instances, such as in the
case of similes, where differences arise. For example, human translators may omit the word "as" and
translate directly, which could reflect stylistic choices or linguistic norms in the source language. In
contrast, ChatGPT often retains "as" and uses the Arabic equivalent "<" in its translations. Despite the
general tendency for human translation to excel in handling figurative language, there are instances
where ChatGPT performs better. This study aligns with Banat and Adla's findings (2023), suggesting
that GPT-3 demonstrates reasonable accuracy and fluency in translating religious texts.

Machine translation models like ChatGPT may struggle with accurately and contextually translating
figurative language. Figurative expressions often hinge on cultural differences, context, and subtle
meanings that pose challenges for these models. While ChatGPT can comprehend and generate human-
like text, it may not consistently capture the intended figurative differences with the depth and
precision of human translators. Human translators bring cultural and contextual understanding,
creativity, and intuition to the translation process. They adeptly navigate idioms, metaphors, and other
figurative elements, ensuring that the translated text preserves the intended meaning and emotional
resonance. While machine translation, including ChatGPT, continues to evolve and improve, there
remain limitations in fully capturing the richness of figurative language. For the most accurate and



culturally sensitive translations, especially involving figurative language, human translators remain
indispensable. Their linguistic expertise, cultural insights, and different grasp of context enable them to
produce translations that surpass current machine translation capabilities.

Conclusion

The comparative study between human translators and ChatGPT in translating figurative language
from Arabic to English offers valuable insights into the capabilities and limitations of Al-driven
translation technologies. While ChatGPT demonstrates competence in generating generally
comprehensible translations, it struggles with the differences inherent in metaphorical language. In
contrast, human translations exhibit higher levels of naturalness, fluency, and coherence, crucial for
capturing the essence of the original text. Quantitative analysis underscores methodological
distinctions: human translations tend to elaborate more with a greater number of words and sentences,
potentially enhancing readability and contextual richness. However, this can introduce unnecessary
complexity. ChatGPT translations, characterized by shorter sentences and a more direct style, may
occasionally omit connectives and transitional phrases that contribute to text fluidity.
Despite these differences, both human and ChatGPT translations preserve the fundamental themes of
the source texts. ChatGPT's translations have even surpassed human efforts in specific instances,
highlighting the potential value of Al translation tools in certain contexts. Nevertheless, the study
underscores that human translators currently excel in contexts requiring deep cultural awareness,
familiarity with colloquial idioms, and different understanding of figurative language.
The implications of this study extend beyond a mere comparison of translation systems. They
underscore the potential for a hybrid approach that leverages both human expertise and Al efficiency.
As Al technology advances, there is promise in a collaborative model where Al handles routine
translation tasks, allowing human translators to focus on refining and enhancing translations with their
profound linguistic and cultural insights.
Limitations
The study has some limitations. First, the study may not cover the full range of figurative language,
potentially overlooking certain differences and idiomatic expressions unique to Arabic that could affect
the results. Second, the study might not fully account for the deep cultural context and subtleties that
human translator can inherently understand and incorporate, which is crucial for accurate translation of
figurative language. Third, focusing on quantitative measures, such as word and sentence count, may
overlook qualitative aspects of translation, such as emotional tone, stylistic choices, and the subtleties
of literary language. Fourth, the study analysed four texts. Future studies can translate more texts with a
variety of figurative language used. Finally, the study's findings are dependent on the current state of
Al technology, specifically ChatGPT, and may not reflect future advancements that could significantly
improve Al translation capabilities.
Implications from the study

The study suggests a promising future for hybrid translation models that enhance both Al
efficiency and human expertise and improve the overall quality and accuracy of translations. In
addition, Al can be used to handle simpler translation tasks, thereby freeing human translator to
concentrate on more complex translations that require a deep understanding of cultural differences,
idiomatic expressions, and figurative language. Moreover, the areas where ChatGPT struggles,
particularly with figurative language and cultural context, highlight specific areas for Al developers to
focus on for future improvements. The study provides valuable insights for educational programs in
translation studies, emphasizing the importance of training human translator in the differences of
language that Al currently cannot master. Organizations can strategically use Al translation tools for
efficiency in basic translation tasks while relying on human translator for more different tasks,
optimizing resources and improving translation quality overall.
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